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Mi2ehinen/ DIagnoesticsann
Conditien Assessment

o Condition Assessment
— Real Time current state of eguipment

o Prognestics
— Estimates the residual life of the equipment

o Conditieon Based Maintenance (CBIV)

— Uses Condition Assessment and Prognostics
technigues termake healthrassessment on the
Machinery.
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CBIVI Prognestiics

o Schedule maintenance during non-critical
operating periods

o Bring back-up systems online prior to
taking the failing system off-line

— Prevenits downtime durng the transitienal
PENOd

— |ncreases; overall system availaiiiity,

o |ncrease the eperating lifie of eguipnent
Y perferming miner equipment repairs
that would have led ter majors failures
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CEIVI/IDIagnestic Daia Elew,

Equipment

Filker Example

ALARM SET
POINTS, AND
DATA AND PROGNOSTIC SENSOR :
aLARMS SENSOR ~ DATA, ALARMS, pRoGNOSTIC
PROGNOSTIC

PROGNOSTIC
DATA, ALARMS, 4] cORITHM
DATA AND ALARM AL GORITHM AND
DATA & ALARM SET POINTS

i UPDATES
UPDATES PROGNOSTIC
SET POINTS ALABMS

SHIP NETWORK INFRASTRUCTURE
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What IsCLIIDES?

o Component Level Intelligence
— SENSOrs appear as Nedes on a Rewerk
— Eachinoede has a biilt-1n processor
— All' nodes communicate peer-te-peer Using standard
protecol, electrical interface, and network varianles
o Distributed Control System

— Controli system: auteomation Isi distributed anad
periermeadiiocally at each Intelligent nede

— Ne centralized point of contrel, Ne single polnt of
fiallure

— Hum@an prevides eperational context and reselves
conflicts 5
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CLIDCS Architecture

PORTAELE OPERATOR
CONTROL & MONITOR FIXED OPERATOR CONTROL &

STATION MONITOR STATION
TOTAL SHIP COMPUTING ENVIRONMENT

==l

WorkeElEhon  Worksraion WaneLation ‘\Workstshnn

SHIP WIDE AREA NETWORK

Coordinetes activites withen a particudar systemd
subayatem and coordinates the systemisubsysiem-

190 0A80 795 o] to-sysii ubsysiem activities. Contmsoushy
man| e ewrﬂlﬁ:ﬂﬂum aparation
to indtiate controd mpuis which optimlze overad

MAJOR EQUIPMENT Co Sarver SyEtemesLbsyEhim perf c#, Performs alarm

{with embedded controller) BSYSTEM CORDINATOR systemizubaystem health assessment,
regaurcs management, and readiness statug

& SUPERVISORY CONTROL

LOCAL DEVICE NETWORK

Smart Components with embeded processor
capable of b programmed and cond|gured with
the systen: m condrol sigorithms. These

davicaa ane of parfonming the following:
= Hualth ring and 2l diagnestics
ing

R > Salf-callbrating
o _] > Diata 8

SMART SENSORS AND ACTUATORS e
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CLIDCS Arechitectiure
SURVIVaIIIY

Redundant Controllers

Redundant Workstations

_—— ———I Plant Plant
: ' Coordinator |l Coordinator
pei e o

| Fedundant
|' Networlks

Ring Bus
has multiple
paths to the
Ship Wide
Networl:

System
Redundancy

Svstem Redundancy
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DI2gRESHE and Coniie!
EURchienal IEevels

DIAGNOSTIC/CONDITION
ASSESSMENT FUNC

e ( Total Ship Computing |
L | Environment (TCSE)

= Alarm
Fault
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oan

bration data
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Operational &

: System / Platform
Maintenance Data y

Knowledge Base

Sensor Data

Sensor Validation

\ /
Steady State Validation Prognostics
* v == |\lodel-Based
Rule-Based <—p Artificial Algorithms
Algorithms Neural
E I | Networks l

Performance Assessments, Estimated Time to
Diagnostics Failure

©
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CEIVIF PrognesticsiEunciional
Levels

Ship wide (or plant wide) level prognostics required
SHIF WIDE LEVEL when the prognostic parameters come from multiple
PROGNOSTICS systems/subsystems and the reconfiguration from the
failing component/equipment requires the
manipulation of multiple systemsisubsystems.

System/subsystem level prognostics required when the
SYSTEM/SUBSYSTEM prognostic parameters taken into account the full
LEVEL spectrum of subsystem/system performance
PROGNOSTICS parameters, and the reconfiguration from the failing
component/equipment is performed at the
systemisubsystem level.

Zonal level prognostics required when
systems/subsystems require zonal isolation during
certain modes or evolutions. This assures that the
systemsisubsystems are still available and capable of
prognostic health assessment while in the zonal isolated
configuration.

ZONAL LEVEL
FROGNOSTICS

Lowest level prognostics required when back-up
COMPONENT OR equipment need a certain amount of time to come on-
EQUIPMENT LEVEL line before the primary can be taken off-line. This
PROGNOSTICS assures that the system/subsystem remains available
during reconfiguration following an anticipated
g B = equipment failure. The prognostics will allow the back-
SENSORS, ACTUATORS, up componentfequipment to be brought on-line before

SR OREQUEI"_'IEI_W-——-""J the failing component/equipment is taken off-line. 1 O
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ypes o CBIVIFIVI eastirements

\Vibration
fotationa

measuirenments on
/moVving machinery.

Heat/tem

perature signature

Nolse/acoustic measurements

Power/current measurements on
actuators/effectors

Signal response due to control

systemi induced signals (periodic)

1
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Eeliies Analysis of Vipraten
Dl

Time-Based Vibration Signal
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Condition Assessment Based
OnN SIEPIRESPONSE
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CBEIVIF Evaltatienifechnigues

Analyze equipment failure nmedes

Statistical analysis oi historcal fault (and
Sensor) data

— Evaluate fleet-wide datanase

EValuate data trends recorded prior to
eguipment failure

Compare equipment respoense with: moadel
[0 detect undesired response
characteristics

14
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Salection Process

FMEA identifies Mission Criticality @
. Mission Traditional
Concept of Operations Profile Technique

Baseline O&S Costs

. Ship
Design Teams Vs
Selections

Maintenance N & Maintenance Dri
Timing filter Baseline O&S Costs

Crew & Maintenance Drivers

Technology
Surveys

Effectiveness
Estimation

CBM basied 0O&S Costs

RDT&E Cost
Development Cost 15




